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Agenda

" Role of the AWS network
~ Design goals and principles
- Deep ownership

' What's next?



| Continuing the series
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| AWS networking

.structure networking .on EC2 networking lnetworking

Routers/Switches ﬁAn;f;:onn\(;ggf FEE Lo Amazon Route 53
Copper/Optical cables Elastic network interface AWS Global Accelerator
Datacenters AWS NAT gateway Amazon CloudFront
Inter-Region backbone Elastic Fabric Adapter (EFA) AWS Direct Connect
Internet peering/transit Placement groups AWS Cloud WAN

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
S




KEY

Region

Local Zone

Direct Connect

Edge location

¢} Multiple edge locations

. Regional Edge caches
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AWS custom network hardware
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Highly visible = Low scope of impact

Hybrid control plane
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Role of the AWS network

Be so performant and
reliable that we’re out of
the way of your workloads
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4 ways AWS is engineering infrastructure
to power generative Al

June 26, 2024
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Flexible

UltraCluster scale out for ultra-large models

30K TRAINIUM ACCELERATORS, 6 EXAFLOPS

EC2 UltraClusters

FS}(@ 30K Trainium Chips

Liiil LLLLl LLLL] Lilll

4 fe>d Tt Fed tm Fe> T {3 4 1
B s w o e x 2 5 i 1y T

A A A

) e .

:"""""'i.""":' C e

i i '?' Petabit non- \i,

Petabits/s \ vV \v blocking network

throughput, _IIIII_ _1|||1_ _lllll- _|||||_
ekl i fexd mi e rm Ee>{ J{ J{ ]} <> 4 1 E

el mrri rmrri mmrri

On-demand access to a world-class supercomputer
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Al training and inference

amazon | ANTHROP\C B W T TR O aWs

NVIDIA.

COMPANY NEWS

AWS and NVIDIA extend their
collaboration to advance generative Al

Amazon and Anthropic deepen their AWS can help reduce the carbon

footprint of Al workloads by up to
99%. Here's how.

shared commitment to advancing
generative Al
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Al training and inference
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b 'f Avallable now on
Anthropic’s | Llama 3.2 models “Amazon Bedrock:
Claude 3.5 Sonnet o fromMeta Mistral Large

on Amazon Bedrock on AWS

Amazon Bedrock customers have
more choice in Al models with Mistral
Large now available

Llama 3.2 models from Meta are now
available on AWS, offering more
options for building generative Al
applications

Amazon Bedrock introduces

Anthropic's Claude 3.5 Sonnet to
customers, their most powerful Al
model to date
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Local zones

Netflix brings virtual work

content creators m RIOT aws aws About AWS  Contact Us _ Support
p ——
- GAM@ V Amazon Q Products Solutions Pricing Documentation Learn Partner Network AWS Marketplace Customer Eni

Read the case study -

ey ey

2
Customer Stories / Telecommunications
2021
— . o
_— dish wireless

DISH Builds First Cloud-Based
Customizable 5G Network on AWS
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Video streaming

ENTERTAINMENT ENTERTAINMENT

'Thursday Night Football' behind-the- How AWS is using Al to bring Formula Prime Video reaches a landmark 11-

scenes: How Prime's NFL coverage 1 fans closer to the race year streaming deal with the NBA and
comes to life the WNBA
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| Subset of design goals

\ Security
\ Availability

Features




[ ] aW% About AWS ContactUs Support »  English ~  MyAccount v Signin
Amazon Q Products Solutions Pricing Documentation Learn Partner Network AWS Marketplace Customer Enablement Events Explore More Q

AWS Cloud Security Security Services  Use Cases v Compliance ~ Data Protection ~ Blog  Partners ~ Resources ~

OUR DATA CENTERS OUR CONTROLS OUR PEOPLE
7. = ¥ By

: ’/ -
» é" Our Data Centers

AWS pioneered cloud computing in 2006, creating cloud
infrastructure that allows you to securely build and innovate
faster. We are continuously innovating the design and
systems of our data centers to protect them from man-
made and natural risks. Then we implement controls, build
automated systems, and undergo third-party audits to
confirm security and compliance. As a result, the most
highly-regulated organizations in the world trust AWS every
day. Take a virtual tour of one of our data centers to learn
about our security approach to protect the data of millions
of active monthly customers.

PERIMETER LAYER INFRASTRUCTURE LAYER

AWS data center physical security begins at the Perimeter Layer. This The Infrastructure Layer is the data center building and the

layer includes a number of security features depending on the equipment and systems that keep it running. Components like back-
location, such as security guards, fencing, security feeds, intrusion up power equipment, the HVAC system, and fire suppression
detection technology, and other security measures. equipment are all part of the Infrastructure Layer.

EXPLORE » EXPLORE »

httne:/laws amazan eom/?ne2=h_la
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Internet security
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How one Amazon engineer is making
the internet a safer place for all of us
(and cats, too)

Amazon helps the US Department of
Justice thwart international

cybercriminal group Anonymous
Sudan
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a\wlsv Contact Us Support ¥ My Account ¥

" il =
va I a I I ty AWS Health Dashboard Updated less than 1 minute ago

Se I‘Vi Ce h ea lth View your account health

Get a personalized view of events that affect your

View the current and historical status of all AWS services. e
AWS account or organization.

Open your account health

Open and recent issues (1) Service history

Service history [ storservices R

The following table is a running log of AWS service interruptions for the past 12 months. Choose a status icon to see status updates for that service. All dates and times are reported in Pacific Daylight Time (PDT).
To update your time zone, see Time zone settings.

Q_ Find an AWS service or Region 2024/10/23 ‘

North America South America Europe Africa Asia Pacific Middle East All locales
Service RSS Today 22 Oct 217 Oct 20 Oct 19 Oct 18 Oct 17 Oct

9} @ @ © @ © @

4

Amazon AP| Gateway (Calgary)

4

Amazon API| Gateway (Canada-Central)

Z

Amazon API Gateway (N. California)

7

Amazon API Gateway (N. Virginia)

J

Amazon AP| Gateway (Ohio)

z

Amazon AP| Gateway (Oregon)

ZJ

Amazon AppFlow (Canada-Central)
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Consistency

SMOKEPING

us-west-2 18.236.0.0/15

Time range: | 2024-10-13 17:58 to |now Generate!

Navigator Graph from 40baf62d8274

Seconds

1
.0

1
0.
0.
0.
0
0.
0.
0
0
e
0

14 Oct 15 Oct 16 Oct 17 Oct 18 Oct 19 Oct 20 Oct 21 Oct 22 Oct 23 Oc{

median rtt: 690.2 us avg 729.6 us max 647.5 us min 695.8 us now 0.0 ms sd 49.2 am/s
packet loss: 0.00 % avg 0.00 %S max ©0.00 % min 0.00 % now

loss color: EHO0 E1/20 MW 2/20 WM3/20 M4/20 W 10/20 W 19/20

probe: 20 ICMP Echo Pings (56 Bytes) every 300s end: Wed Oct 23 17:58:50 2024
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| Resiliency

Plan for failure
Create multiple options

Choose the best place

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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' Resiliency example

Amplifier / OLP

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Resiliency
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' Robustness

Amplifier / OLP
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I
Capacity management

—

Jan 23 3 Jan ‘24 Jul 24 Jan 2! Jul "25

— p99 effective capacity — capacity f p99 nr date M forecast planned effective capacity
planned capacity
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Capacity management
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| Features

aws
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Amazon Q Products luti Pricing Doc

About AWS  Contact Us

Learn Partner Network AWS Marketplace

Support Vv English v

Customer Enablement

MyAccount v Signin Create an AWS Account

Events ExploreMore Q

Amazon EC2 Overview  Features  Pricing  Instance Types v FAQs  Getting Started  Resources v

: Amazon
introduces
Graviton4

mpute » Amazon EC2 » UltraClusters

Amazon EC2 UltraClusters

Run HPC and ML applications at scale

Get started with P5 UltraClusters Get started with Trn1 UltraClusters

Amazon Elastic Compute Cloud (Amazon EC2) UltraClusters can help you scale

y to thousands of GPUs or purpose-built ML accelerators, such as AWS Trainium,
U lt ra c l u Ste rs" to get on-demand access to a supercomputer. They democratize access to
©

supercomputing-class performance for machine learning (ML), generative Al,

T
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1. Automate as
much as possible

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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| 1. Automate as
much as possible

| Configuration 3 3 L PR S
: 0 -ﬁ_.___.i':"

-

. -
-
-

| Telemetry

| Traffic engineering
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I 1. Automate as
much as possible

l 850 raw events per second

l 2.4 human engagements per hour

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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2. We should fail
seldomly and in a
predictable way

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I 2. We should fail
seldomly and in a
predictable way
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3. Don’t reach
unprecedented
scale

Photo © by Bjérn Strey
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' 3. Don't reach
unprecedented
scale
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| 3. Don’t reach

unprecedentgc

scale
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Cost component

Network LS NS

namoDB AWS Lambda
o L table Settings function AWS Lambda Amazon Amazon S3 b
d e SI g n S H Cost function @ Athena CURBucke

2

FOn
ito

o o o Data component o
1-E-E »-°-E

AWS Lambda Amazon Neptune
3 bucket AWS WAF AWS e e

o I
° ° «— > D@
D I St r I b u t e d AWda Amazon OpenSearch

Search Resolver

nponent

systems -

- bn S3 bucket I L 1
e S I n S ptorageBucket ¢ Amazon Elastic
Container Service \
(Amazon ECS)
AWS Fargate Amazon Elastic
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Design for fallible humans by using Intents\(\2023)

NET4O1-R

AWS journey towards intent-
driven network infrastructure

Stephen Callaghan

Amazon Infrastructure Services

aws © 200, Arvacon Weh Serdors, e o it e lTBe, AR gt reserved.
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I
Design for fallible humans by using Intents

EC2 to internet
40X improvement



SDN journey

I 1. Monitoring, alarming,
triangulation

| 2. Automation

| 3. Closed-loop controllers

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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| Outbound traffic engineering

{ Edge site
1

Internet
service
provider

R Edge site
2

Links

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Congestion mitigation

cdge site - 1
1 [  ©§

] ] Internet

service

provider
cdge site - T
’ -
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Congestion mitigation

Edge site B
1

Edge site %
2

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Link balancing

1

Internet

service
provider

cdge site - T
: [
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Link balancing

1

Internet

service
provider

Edge site
2 (I
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Performance optimization

Edge site B
1

Edge site %
2

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Performance optimization

Edge site B
1

Edge site %
2

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I AZ independence

Edge site
1

Internet
service
provider

Edge site
2

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I AZ independence

{ Edge site
1

Internet
service
provider

R Edge site
2
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| Inbound traffic
engineering

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I Inbound traffic
engineering

7X faster

mitigations for
inbound congestion

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I Trafficengineering  §| |
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Photo © by Joseph A. Carr

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
S



M G s o IS o %

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
S



| Distributed and
- @ WEST

optimal SDN

% -1 Jones Branch Dr. 11/2

I=al,2 /e

pr—1

Photo © by Famartin
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Distributed and
optimal SDN

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Network Utilization

Example

Each link: 10ms, 75gbps

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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| Incremental
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Ownership

(And tiny plastic connectors)

c. or its affiliates. All rights reserved.




| The full hardware package
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| Cabling

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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| Pre-wired positions

| 144-fiber trunk cables

' SN to MPO connectors

| Network <> Host racks

»
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Connectors

MPO

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I Monitoring

| Telemetry

~ Active probing
~ Correlation

 Remediation




Monitoring

PASSIVE TELEMETRY

0000

V

[a)

Counters

A2

Sensors

7,

-O
-—
-

~

/I|\

|
]J {EU—’

Events

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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7 billion observations per minute



| Monitoring

ACTIVE MONITORING

Il
):—

|
X
(0

i

>1.5B probes per minute

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Monitoring

ACTIVE MONITORING

vV V

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Monitoring

ACTIVE MONITORING

vV V
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| Monitoring
 25B alerts per year

| >1B actionable
‘ >3M distinct events

. 98% fully-automated actions

‘ 2% escalated
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1

c. or its affiliates. All rights reserved.




- Power and connectivity



Space and power

investment in the stat

Read more SUSTAINABILITY

aws

S

How Amazon is supporting farmers
through solar and wind farm
investments

Read more September 18, 2

© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

AWS plans to invest

Indiana, the largest
in the state's histor

Read more

SUSTAINABILITY
Amazon signs agreements for

innovative nuclear energy projects to
address growing energy demands

Read more October 16, 2024




Space and time

300,000 km per second

1 light year
= 9 quadrillion km

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I Latency

Single Mode Fiber

Index of refraction: 1.44
Speed of light in fiber = 3x1078 / 1.44 = 2.08x1078

1Tm = 5ns

Tkm = 5ps



Region growth

IntraAZ latency limit




Hollow core fiber

" Replace silica core with air
- 25+ years

| DARPA

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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I Hollow core fiber

BENEFITS

Single mode fiber Amazon HCF

Time

Distance

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Hollow core fiber

THE AMAZON WAY

Legacy design

Low loss

Loss per KM

A

High bandwidth

Wavelength

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Region growth

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
S

— IntraAZ latency limit
——— IntraAZ latency HCF

1.5x radius
= 2.25x area



I Fiber innovations

Multi core
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I
Wrap up

~ Design

.~ Ownership

~ Constant Improvements
 Tiny plastic connectors

. Future challenges

aWS’ © 2024, Amazon Web Services, Inc. or its affiliates. All rights re ed
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' ey Please complete the session
a n yo u o _Diz@ survey in the mobile app

Stephen Callaghan Jorge Vasquez

Senior Principal Technologist Senior Principal Technologist
Amazon Infrastructure Amazon Infrastructure
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