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Agenda

Building Trainium2

Scaling Frontier Models with Anthropic

AWS AI Infrastructure and AI Chips



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Generative AI may be the largest 
technology transformation since 
the cloud, and perhaps since the 
Internet.

Andy Jassy

Amazon CEO

© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

AWS Generative AI Stack

APPLICATIONS TO BOOST PRODUCTIVITY

MODELS AND TOOLS TO BUILD GENERATIVE AI APPS

INFRASTRUCTURE TO BUILD AND TRAIN AI MODELS

Amazon Q Business
INSIGHTS AND AUTOMATION

Amazon SageMaker
MANAGED INFRASTRUCTURE

Amazon Bedrock
AMAZON MODELS |  PARTNER MODELS

Amazon Q Developer
SOFTWARE DEVELOPMENT LIFECYCLE

GPUs
AWS Trainium

AWS Inferentia 
HIGH PERFORMANCE COMPUTE
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AWS Infrastructure for AI
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Innovating at the silicon level

AWS Trainium AWS Inferentia
AWS AI Chips
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Inf1 Instances

Lowest cost per inference 

in the cloud for running 

deep learning models

Trn1 Instances

Cost-efficient, high-

performance training of 

LLMs and diffusion models

Inf2 Instances

High performance at the 

lowest cost per inference for 

LLMs and diffusion models 

Trn2 Instances

Highest performing EC2 

instances for deep 

learning and generative AI

AWS Trainium AWS Inferentia
AWS AI Chips
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AWS AI Chips 
Powering AI 
Innovation at 
Amazon

Search
on Amazon

Rufus
AI shopping 

assistant 

Alexa
conversational AI 
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Anyscale

AWS Trainium and Inferentia customers 
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Model scaling . . . what’s next?

1 9 5 7 2 0 1 4 2 0 1 6 2 0 1 8 2 0 1 9 2 0 2 0 2 0 2 32 0 1 2

PERCEPTRON 1
ALEXNET

62M

VGG16

138M

YOLO, GNMT

210M

BERT-L

340M

GPT-2

1.5B

GPT-3

175B

G P T - 4

1.   76T

Model size (#parameters)
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Why keep scaling?

Scale unlocks new capabilities

Scale improves overall intelligence

Predictable improvement in loss through scaling
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Scaling compute requires next-generation 
AI infrastructure

Next phase of AI 

infrastructure

T
ra

in
in

g
 C

o
m

p
u

te
 (

F
L
O

P
S

)

10

10

10

10

10

10

10

10

10

Gopher (280B)

Source: Epoch AI, ‘Data on Notable AI Models’. 26 Nov 2024 

Llama 3.1-405B

VGG16

T5-11B



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

more compute and 25% 

more HBM than the next 

most powerful EC2 instance, 

at a lower price

Trainium2 chips in a non-

blocking, petabit scale 

UltraClusters

parameter generative AI 

model training and inference

Amazon EC2  
Trn2 Instances
The highest performing EC2 

instances for deep learning 

and generative AI 

A V A I L A B L E  N O W
30%

60K

1T+
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Amazon EC2 Trn2 instances powered by AWS Trainium2
T H E  H I G H E S T  P E R F O R M I N G  E C 2  I N S T A N C E S  F O R  D E E P  L E A R N I N G  A N D  G E N E R A T I V E  A I  

Instance 
size

Trainium2 
chips

Chip 
memory

Chip Memory 
Bandwidth 

vCPUs
Instance 
Memory

Storage NeuronLink EFAv3
Capacity Block 

Price
3Yr RI 
Price 

trn2.48xlarge 16 1.5TB 46 TB/s 192 2TB
4x 1.92TB 

NVMe
1 TB/s 3.2 Tb/s $44.70/hr $34.39/hr

H I G H  P E R F O R M A N C E  

training and inference of 
trillion+ parameter 
Generative AI models

B E S T  P R I C E - P E R F

for generative AI and deep 
learning on AWS

U P  T O  4 6  T B / s  

of HBM Bandwidth, ideal 
for memory intensive 
token generation

Trainium2
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Project Rainier is hundreds of 

thousands of AWS Trainium2 

chips with hundreds of 

exaFLOPs in a single training 

cluster

more compute than 

Anthropic’s next biggest 

training cluster

5x

PROJECT RAINIER
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Building Trainium2
Our most powerful server for machine learning training
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Cost

Efficiency

Scale InnovationEase

of use

High 

performance
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Cost

efficiency

Scale InnovationEase

of use

High 

performance
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What drives performance?

TFLOPS 
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What drives performance?

TFLOPS 

Train your model faster withTrain your model faster with

Input processing
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What drives performance?

TFLOPS 

Train your model faster with

Train your model faster with

✓
Input processing
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What drives performance?

TFLOPS 

Memory bandwidth Train your model faster with

Train your model faster with

Output generation

Trainium2

Trainium2

✓
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What drives performance?

TFLOPS 

Memory bandwidth 

Memory capacity 
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Pipeline Depth = 3

Pipeline Depth = 2

4-slot

Bubble

✓

F1 F2 F3 B3 B2 B1
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What drives performance?

TFLOPS 

Memory bandwidth 

Memory capacity 

Interconnect ✓

AWS designed network fabric 
delivering 10s of petabits 
under 10 microseconds

10p10u
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AWS 
Trainium2
Third-generation chip purpose built 

for generative AI and ML training

96 GB

HBM capacity

2.9 TB/s

HBM bandwidth

1.3 PFLOPS

Dense compute

5.2 PFLOPS

Sparse compute
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20.8
PFLOPS

DENSE  COMPUTE

1.5
TB

HBM CAPACITY

46
TB/s

HBM BANDWIDTH

Trainium2 Server

1
TB/s

NeuronLink 

Bandwidth

Our most powerful server for ML training

3.2
Tb/s

EFAv3

83.2
PFLOPS

SPARSE  COMPUTE
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LLM inference performance
L L A M A  3 . 1  4 0 5 B  O N  T R N 2
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LLM training performance
T R A I N  F A S T E R  W I T H  T R A I N I U M 2

S
te

p
 T

im
e

12.9

Amazon EC2 

P5 Instances

1.5x faster

F u j i  7 0 B  T R A I N I N G

Amazon EC2 

Trn2 Instances

Lower cost-to-train

1.7x

JAX/AXLearn framework, 64 node cluster

8.7
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AWS Trainium2 UltraServer
2 racks, 4 servers, connected together via NeuronLink-v3

providing the highest performance ML server in EC2

SPARSE COMPUTE

332.8
PFLOPS

83.2
PFLOPS

DENSE COMPUTE

HBM BANDWIDTH

185
TB/s

NEURONLINK 
BANDWIDTH

2
TB/s

EFAv3 BANDWIDTH

12.8
Tb/s

HBM CAPACITY

6
TB
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Cost

efficiency

High 

performance

Scale InnovationEase

of use
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Energy efficient compute
S Y S T O L I C  A R R A Y S  F O R  O P T I M I Z E D  A R I T H M E T I C  I N T E N S I T Y

compute bound

P
e
rf

o
rm

a
n

ce

Arithmetic Intensity (ops/byte)

Local communication

Parallel processing

Data reuse
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Optimized power delivery
T R A I N I U M 1  –  L A T E R A L  P O W E R  D E L I V E R Y

BOTTOMTOP

VOLTAGE REGULATORS
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Optimized power delivery
T R A I N I U M 2  –  V E R T I C A L  P O W E R  

D E L I V E R Y

VOLTAGE REGULATORS

BOTTOMTOP
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Trainium 1

LOAD ENDLOAD START

Trainium 2

Optimized power delivery
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High 

performance

Cost

efficiency

Ease

of use

Scale Innovation
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Adoption curves in ML

TIME

A
D
O
P
T
I
O
N

DEPLOY AS 

QUICKLY AS 

POSSIBLE

Conventional adoption

ML adoption
VOLUME

EARLY ADOPTERS
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Manufacturing at scale

Modular and robust design –
    minimize cables/components

Simple cooling solution
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Manufacturing at scale

Production-line automation

In-fleet scan and pre-flight checks

Modular and robust design –
    minimize cables/components

Simple cooling solution
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High 

performance

Cost

efficiency

Ease

of use

Scale Innovation
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Neuron SDK software stack
AWS Neuron

D E V E L O P E R  
T O O L S

Health Monitoring 

& Observability

Neuron Profiler

N x D  T r a i n i n g
N x D  

I n f e r e n c e

PyTorch

PyTorch/XLA

JAX

AXLearn

N E U R O N  
C O M P I L E R

NKI Kernels

Ops Fusion

Compute and 

Memory 

Optimizations
P J R T

N E U R O N  R U N T I M E
Libccom

EFA Driver

Libnrt

Neuron Driver
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Neuron SDK software stack
AWS Neuron

D E V E L O P E R  
T O O L S

Health Monitoring 

& Observability

Neuron Profiler

N x D  T r a i n i n g
N x D  

I n f e r e n c e

PyTorch

PyTorch/XLA

JAX

AXLearn

N E U R O N  
C O M P I L E R

NKI Kernels

Ops Fusion

Compute and 

Memory 

Optimizations
P J R T

N E U R O N  R U N T I M E
Libccom

EFA Driver

Libnrt

Neuron Driver
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Neuron SDK software stack
AWS Neuron

D E V E L O P E R  
T O O L S

Health Monitoring 

& Observability

Neuron Profiler

N x D  T r a i n i n g
N x D  
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PyTorch
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JAX

AXLearn

N E U R O N  
C O M P I L E R
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Optimizations
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Neuron SDK software stack
AWS Neuron

D E V E L O P E R  
T O O L S

Health Monitoring 

& Observability

Neuron Profiler

N x D  T r a i n i n g
N x D  

I n f e r e n c e

PyTorch

PyTorch/XLA

JAX

AXLearn

N E U R O N  
C O M P I L E R

NKI Kernels

Ops Fusion

Compute and 

Memory 

Optimizations
P J R T

N E U R O N  R U N T I M E
Libccom

EFA Driver

Libnrt

Neuron Driver
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Neuron SDK integration
A W S  S E R V I C E S  A N D  T H I R D - P A R T Y  S O F T W A R E

AWS Neuron

Neuron SDK Stack 

AWS services

ML frameworks

and libraries

Neuron SDK

AWS

Parallel Cluster

Amazon

SageMaker

AWS

Batch

Amazon

ECS

Amazon

EKS

Neuron

DL Containers

Neuron

DL AMIs
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High 

performance

Cost

efficiency

Ease

of use

Scale Innovation
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Sparsity in Trainium2

Sparse matrix
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Sparsity in Trainium2

Sparse matrix Dense matrix

(compression)
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Sparsity in Trainium2

Supported formats:  4:8, 4:12, 4:16

Structured K:N sparsity (4x speedup!)

Improves both compute and memory

Example: 4:8 sparsity

compression
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Sparsity in Trainium2
4 : 8  P E R F O R M S  B E T T E R  T H A N  2 : 4

4:8

1

2

3

4

5

6

7

8

✓ ✓ ✓

2:4

1

2

3

4

5

6

7

8

✓ ✓ 𝘹
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Sparsity in Trainium2
4 : 8  P E R F O R M S  B E T T E R  T H A N  2 : 4

35%

40%

45%

50%

55%

60%

65%

70%

30%

25%

Llama 3.1 8B Accuracy, 2:4 vs 4:8

Wanda Internal-1 Internal-2

2:4 Sparsity

4:8 Sparsity
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Sparsity in Trainium2
4 : 8  S P A R S I T Y  R E C O V E R S  T H E  A C C U R A C Y  O F  D E N S E  M O D E L S !

20%

30%

40%

50%

60%

70%

80%

10%

0%

Accuracy benchmark

Llama 3.1 8B Llama 3.1 70B

Wanda (4:8)

Internal-1 (4:8)

Internal-2 (4:8)

Dense
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Mixture of Experts on Trainium
S C A L I N G  N U M B E R  O F  P A R A M E T E R S  A T  A  F R A C T I O N  O F  T H E  C O M P U T A T I O N A L  C O S T

Layer

Norm
Attention

Layer

Norm
FFN

Transformer layer
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Mixture of Experts on Trainium
S C A L I N G  N U M B E R  O F  P A R A M E T E R S  A T  A  F R A C T I O N  O F  T H E  C O M P U T A T I O N A L  C O S T

Layer

Norm
Attention Router

Layer

Norm

FFN1

FFN2

FFNE

Weighted

Sum

Transformer MoE layer

…
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Mixture of Experts on Trainium
S C A L I N G  N U M B E R  O F  P A R A M E T E R S  A T  A  F R A C T I O N  O F  T H E  C O M P U T A T I O N A L  C O S T

Layer

Norm
Attention Router

Layer

Norm

FFN1

FFN2

FFNE

Weighted

Sum

Transformer MoE layer

…
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Mixture of Experts on Trainium
D R O P L E S S  M O E :  B L O C K - S P A R S E  C O M P U T A T I O N S  F O R  E F F I C I E N T  M O E

expert0

tokens

token_size

Expert0

Expert1

Expert2

Router

FFN1

FFN2

FFNE

Weighted

Sum

…

T

https://arxiv.org/pdf/2211.15841
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Mixture of Experts on Trainium
D R O P L E S S  M O E :  B L O C K - S P A R S E  C O M P U T A T I O N S  F O R  E F F I C I E N T  M O E

expert0

tokens

token_size

Expert0

Expert1

Expert2

Router

FFN1

FFN2

FFNE

Weighted

Sum

…

T

https://arxiv.org/pdf/2211.15841
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Mixture of Experts on Trainium
D R O P L E S S  M O E :  B L O C K - S P A R S E  C O M P U T A T I O N S  F O R  E F F I C I E N T  M O E

NKI kernel for block-sparse computation

Dynamic memory addressing (pick the relevant expert)
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Neuron Kernel Interface (NKI)
B A R E  M E T A L  P R O G R A M M I N G  O F  T R A I N I U M  D E V I C E S

Graph optimizations
(hardware agnostic)

Loop optimizations
(layout, tiling, vectorization, pipelining)

Scheduling and allocation
(working set minimization, latency hiding)

Hardware intrinsic mapping

z = 

matmul_128x128(

x,y)
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Neuron Kernel Interface (NKI)
W H Y  S H O U L D  Y O U  U S E  N K I ?

Optimize performance

Invent new operators

Take full control of the hardware
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Neuron Kernel Interface (NKI)
“ H E L L O  W O R L D ”  I N  N K I

NKI Manual

Fetch

Decode

On-chip Memory

Execution Datapath

TensorE VectorE ScalarE GPSIMD

Data Movement

DMAs CC Ops

Main Memory (HBM)

for(ix in range(128)):

  for(iy in range(512)):

    c[ix,iy] = a[ix,iy] + b[ix,iy]
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Mamba2 on NKI
A C C E L E R A T I N G  S T A T E  S P A C E  M O D E L S

Useful for handling very large contexts

State Space Models (e.g., Mamba) provide an 
alternative to attention-based language models

Intrinsically sequential → requires careful optimization

18x speedup with 77 lines of NKI code!

1.2

Native

Torch

NKI

Mamba2 Kernel Time [mSec]

1.0

0.8

0.6

0.4

0.2

0

18x

Mamba on 

Trainium 

tutorial
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Neuron Profiler

• A non-intrusive trace

▪ Always on – no “Heisenbugs”

• Instruction-level timing

• Performance bottleneck warnings

• Multi-layer instruction source 
annotation

Neuron 

Profiler
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Image understanding on Trainium, LLaVA

The image features a painting of a dog wearing a hat, 

possibly a fez, and a cape. The dog is positioned in the 

center of the painting, with its head tilted to the side. 

The painting is quite detailed, capturing the dog's facial 

expression and the intricate design of the hat and cape. 

The background of the painting is a landscape, adding 

depth and context to the scene.

Pre-trained on LLaVA-Pretrain; Fine tuned on Llava-instruct-150k
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Diffusion models on Trainium, PixArt

1.0

0.8

0.6

0.4

1.2

0.2

T
E

S
T

 L
O

S
S

10 80 100

E P O C H

907020 30 40 50 60

Pre-training on 10M SAM;

Fine tuning on 4.4M JourneyDB

Fine-tuning:

> A blue jay standing on a large basket of rainbow macarons
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and Trainium
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Leading AI lab and 
model provider

Claude 3 Opus ( in March) and 

Claude 3.5 Sonnet ( in June)

Founded four years ago by the 

team that built  GPT-3

Focus on safety and responsible 

scal ing

Looking for the most cost-

effective,  scalable compute to 

power our training and inference



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

The Trainium bet
W H Y  A R E  W E  B E T T I N G  O N  T R A I N I U M ?

AWS AI Chips

Incredible price-

performance, especially for 

HBM-intensive workloads

Delivery at scale with 

world-class datacenter 

infrastructure

Trn2 UltraServers for scale-

out training/inference of 

large models

Low-level access like the 

Neuron Kernel Interface

Flexible and programmable 

chip architecture

Fantastic collaboration 

from Ron and the 

Annapurna team
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What will it take
  to train at this scale?

Project Rainier
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Careful attention to 

parallelism and 

scaling

Custom kernels with 

deep hardware 

optimization

…and lots of 

Anthropic secret 

sauce

Innovations in 

reliability and testing

Training on 
Trn2 
UltraServers
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FASTER THAN 
STANDARD CLAUDE 

3.5 HAIKU SKU

60%
OUTPUT TOKENS 

PER SECOND
(OTPS)

125

Claude 3.5 Haiku on Trn2
O F F E R I N G  “ L A T E N C Y - O P T I M I Z E D ”  I N F E R E N C E  O N  A M A Z O N  B E D R O C K

UP TO UP TO
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Wrap up

Trn2 innovations deliver highly 
optimized performance, energy 
efficiency, and cost efficiency

Trn2 is available today!

We’re laying the technological foundation, 
from chips to science, that will power the 
next generation of foundation models

Get 
started 
now!
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AWS TRAINIUM AND INFERENTIA SESSIONS AT RE:INVENT 2024

Thursday Friday

CMP329-R1

Beyond Text: Unlock 

multimodal AI with AWS AI 

chips

CMP335-R1

Drilling down into 

performance for distributed 

training 

CMP208

Customer Stories: Optimizing 

AI performance and cost with 

AWS AI chips

CMP307-R1

Demystifying LLM 

deployment and 

optimization on AWS 

Inferentia (HandsON)

CMP314-R2

Keeping it small: Agentic 

workflows with SLMs on 

AWS Inferentia (HandsON)

S T I L L  T I M E  T O  L E A R N  M O R E ! !
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Thank you!
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Please complete the session 
survey in the mobile app

Joe Senerchia

jsenerch@amazon.com 

James Bradbury

jek@anthropic.com

Ron Diamant

diamant@amazon.com
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